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INTPODETTION

The research revorted in this paper was directed toward the development of
computationally frasible methods for obtaining atoruxitations to the solutions »f

certain job-lot scheduling problems,

iinaar programming ir walugble {or devcribing and sslving cortairn production
planring and rrograming problers. but its usefulness is limited to situations
wherein the assumption that production quantiiies are completely divisible iz not
toc strongly contrary to reality., In particulars if there ars substailial seiud
time requirements asscciated witl the vroducticn activities, then linear promramring
does not seew applicable; we wish to consider such situstions, in weh the mro-
duction orders or jobs ars rrocessed under the followine conditions:

1. Each product hds a required sequence of oparutions which must be perfsrmed
by certain machines (or by certain tvper of machine),

2, fSertain procucticn orders are required ‘o be processed as sob-lotr; no
rmachine can work on two lots a% one itime, and no lot can be on txo
machizes at one time,

2, There is a substantial c4pense and/or tine-less associated with setting
up 2 machine 12 perform a given operation, so that "splitting* job~lots
is expensive (we shall actually permit np let-splitting in the particular
types of problems to be considered below),

It zeems very uniikely that exact analytic methods for sol vinz uroblems »f
scheduling under such conditieng will be developed in the near fuiure, and even less
likely that a computationalily feasible method will be ottained, Sush 2 method
would have to select the best among all possible vroerams {with all possible lot
sizes and lot-splittings). with respsct to some "objective function® sr "cptimizer.®
This optimizer, for the exaciness of the solution to have any meanine, woull have
to irnclude measuresof all costs and profitz--somehow takdng into account the in-
tangikles like "customer good will." Thus, even the construction of 2 suitable
optimizer is a formidable problem,

In these notes: therefore, we resiriet murselves ‘e lesu zensral Trobiems, *o
analytic solutions unave been chiained for these rroblems (except in a few very
special cases)r hut it is felt that the metbods pressnted below will be useful.

Section 1 wrovides a detailed description of the two problems considered in
this paper, The problems are intended to be illustrative of two types of job-lot
production sitvations, which present different goals for detailed scheduling,
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Section ¢ is sumrary of the research on trese probleams, ard a brief outlire
of a scheduling method.

Section 3 provides a detailed description of the scheduling method iniroduceu
in Section 2.

Saction It 1% concerned with sample problems to which the =author has aool
priority function methods. Certain conventional scheduling procedures Lave bemn
applied to the sime sample vroblems. The differernt sets of results are vreserted
for purposes of comparison.

Fossible modifications of the method of Section 3 are discussed ir 3=gtisn T,
In addition, suggeeticns for the operational ugse of priority Junction methods ard

suggestions for further research are prasented,

STCTION 1

Two types of job-lot production scheduling problers »rill bhe considered in the
following sections, Section Li describes a manufacturirg rrocecs ir which certain
orders are to be processed, with no¢ concern for the completiorn-times of irdividual
orders. This is reprzsentative of a production svstem in which customer orders
are filled from a stockrile of finished products. or where sub-proceszinz urits
produce an inventory of parts for subsequent production operatiorns or asserbly.
The goals of detailed scheduling in applications of this type may include reduction
of overtime, reduction of sub-contracting, reduction ol lsobor force., increase”
machine utilization. increased production capacity fer a riven tirme perisd, ete.
(in any cases, the ultimate purpose of detailed sches.ling is to prrovide manazement
with as efficient a plan as possible for producing a ziven bill of goods). Vor
definiteness, we shall assume in Problem 13 that an efficient production schedule
is one with high machine tool utilization; i,e.s the poal oi the detailed schedul-
ing in Problem 1i will be to nake avsrage machine utilization as high as possiole
(in our specific usage of "machine utilization," this is equivalent to mirimizing
overall production time),

Section 1B will be corcerned with job-lot production systems sherein the due-~
dates of individual rroduction orders are of importance, This is typical of 3iob
shops which produce directly to custonzr orders, and of rroducticin departments
which produce for an intra-firm assembly schedules, In systems off this tyme,
detailed scheduling rrocedurss choual? be designed so thai insofar as possibles
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production schedules will attain the individuzl production oriers' due—dates,
Problem 1B will thus be concerned with scheduling a bill of ocods ‘hrough the
pra‘oction preeess so as to "best™ satisfy a set of due-dates for the individwal
production orders., We shall not precisely defire the word "best,™ but shall
generally thirk o€ trving to mirimize the agxise tardiness or some other simole
functicn of the differencas hatueer actmal complesion-times and dus-duies.

Problems 1i and 1B are cloaely related. as will bYe indicatsd in more detatl
below,

There are. of course, wmany facltors which could carplicate the mrotiless con-
sijered here., For example. the setup costs or times a% each worx center could be a
function of the arder of processing the jobs through that center. costs could be
attached ‘o the extra setups resulting from spli‘tinz lots, etc. “his rreliminaey
report dees not consider such extended Drobiemc,

Dascripticn of the Prcblems.

The detailed job-lot, production scheduling situation as considered here iz the
following: There ars certain projuction srders {Job-lots) to be acheculed through
a plant containing certain machine wols (work centers), Tach lot must be processed
by certain machizse tools in a certain technclorical order (routing). and for each
lot there is a given expectad frocessing time (standard time for the lot) om each
machine tool needed fur its processing,

A4 detatled production scheduling rrohlem i3 one of assigning the given ‘ob-lots
to tir machipe tools in such 3 @y as to best satisfy swme goal {such as vaximum
machine utilization), subject Lo the abowe restrictions, which we nu. restate more
fully.

(1) ¥¢ lot 23y be frocesses by mare than one machine tool at onme tine,

(2% %o machine tool mzy vrocess more than one lot at one “ime,

(3) The lots wust be processed by the renuiwwd smsehine tools, each for the
corresponding expected mrocessing times, and in the required tectnolo-
gical orderings.

{L} A lot must be mroseszed 35 3 Wial; i.e.» once staried by a aschine tool,
its processing by thal tool aust be finished without delay, and the lot
only becom=s available for the next operatisn in its required seguence
after its frocessing has been completed by the present tool,

e shall consider the problem of lot size determination as separate from the problawm
of schaduling. Specifically, we asswme that the lot size of each mroduction order
is piven, ard (following requirement L, atowe) that no lot-splitting is permitted.
We alao consider the routines to be unique,
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1A - MACHINT UTILIZATINN PRNBLFM

frc-blem .

To schadule a glven set of production lots so as to maximize averare machine
uti1ization (AMU), deiined by

Total processineg time

(1) AU *  “rotal processing time plus
total idle time before the
last required job~lot 1s
completed

Discussion,

Let the production lots be designed by the integers 1, 2, . . . » ®m , and the
machine !.,ols be designated by the integers 1, 2, , ., . » n . TLet aij be the

setup plus processing time for lot 1 on machine 3 ( aij = 0 1{f the processing

of lot i does not require machine j ), and let T be the total time requirsd
by a given schedule w#il the completion of the last of the required job-lots:

m n
2 3 s

i
(1s) U C O S

nT

The best possible value of the ANU wiil depend upon the relation tetween the
rmachine tools available and the work required, and in a less direct way upon the
other characteristics of the particular scheduline situation, If there are three
machines, for exanple, and a bill of goods creates demand for only ons machine,
then the maximum possible AMU wouid ©2 1/3., This sugrests that some other defini-
tion of AMU might for many purposes be more msaningful. However, we shall not
sxpluic this question here,

It #i1l be observed that maximization of the AU, as defined above, is= squiva-
lent o minimization of the total time wuntil the completion of the last of the job-
lots to be scheduled, and hence is equivalent to minimizing the maximum comvletion-
time of the various production lots, This can be stated artificially as a due-date
problem as follows: Aasign to each lot the starting time of the entire schedule
zs a "due-date," and schedule to minimize the maximum tardiness, Wowever, the
due-date problem and the present problem seem to have substantially different
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characteristics in actual compuvation; the exact cause of this difference is not
yet clear, but it Justifies owr continuing to consider the iwo problems separate.];y,
at least for the time being,

‘ocessed on tito machine tools with coeration

'ﬁ}

Mach. 1 Hach, 2

Job 1 i_b , 1

Job 2 I! 9 7

!
—

Suppose the tecknological restrictions for each job are that each job must be
processed on Ml befc~- its processing may e on 342 :

Job 1: Machine 1< Yachine 2 .

Jeb 2: Machine 1 < Machine 2 ,

For %..s small problem there are oniy four possible deta’l schedules, the two
best o’ which are shown below in Gantt chart form:

Schedule 1
¥, ;Jl - (L);'L Iy = (9) ',»/ 7/,/": /,.I; ”'aij =21 .
T T T, =20 AU=Z..c
W St A _f b, io " %
Schedule 2
T R
¥ {’.?"’,}—;'ff’f"'/j/’ - " iy - (D “;-({1; T - 1: AU = ;-11- = 619

. For this problem the best possible AMU is ,618. The second best schedule
¢ gives an AMU of .525 or only 35 percent of the best possible.
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1B - DUE DAT® PRORLEM

We consider now another tynz of problem wherein there i3 associated with each
production lot a certaln due-dats,

Problen.

To schedule a given set of production lots so as to maximize some giver function
of the differences between actual completion times and due-dates for the various

production lots.
Discussion,

The exact form of the functic i the differences between actual completion
times and due-dates will depend upon thie partieular apolication studied. 1In general.
there are certain incremental costs associated with complating production before or
after its due-date. These may include inventory charges, cost of assembling out of
order, cost of holding other parts, loss of customer poodwill, etc. In ¢ varticular
situation these cost elements might give rise to a cost function of the following
type:

m

G = Z
=

, E L
s Ve xg A vl xy AYC)

1
where e is the incremental cost of producing one unit of commodity i one time
unit ahead of its due dates Xy is the number of units of the commodity in the

production lots AE'S iz the number of units of time that the completion of lot i

precedes its due date in a schedule s, s0 e X Afs expresces the incremental

cogt incurred by esrly production of lot i . Similarly, 11 Xy

incrementzl cost of late Jroduction of lot 1 (for a given lot 1 , either

E
is

The function Cs definsd above is linear in A;:s and Ai’s . In general, the

L
Ai is the

L 3 -
Ais 0 or A 0 or both).

cosisof shifts in eariiness or latensss might depend upon the degree of eariiness
or lateness, so that non-linesr functions of the A's might arise; in fact, the
costs associated with different job-lots might not even be separable. However, we
are not primarily interested in the exact forms of these cost functions at present,
the main purpose of this discussion being to suggest general properties relevant
o the comparison of alternative production schedules.
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In the sequels, we shall be concerned principally with cases in whicn pensalties
are associated only with lateness.

Example_.

Suppose there are two job-lots to be processed on two machine tools vwith

operativii time requirsmenis and duc-dates as follows:

Mach, 1 Mach, 2

Job 1 ik P1 Due-dats = &

Job 2 {9 : 7 Nue-date = 18

R

The technological orderings are:
Job 1: Machine 1< WMachine 2

Job 2: Machine 1 < Machine 2

This is the same problem which was used to illustrate machine utilization in
Section 1A, except that due dates are now given, Tf carliness is not costly, then
the best achedule will be among the four acenrdine to which a machine is idle only
whken o rork is available:

Schadule 1
fl - (h)g Iy = (9) DAy ,: Campletion Time Job 1: ©
I C ! Completion Time Job 2: 20
. R b7 P Jd, - H
2 S S 7 | AMU = ,5285
Schedule 2
: - T "'—"‘T"‘ Completicn Time Job 1: 17
My L Jp - (9) EREO ey
L_' . ; .4 Completion Time Job 2: 16
L S - " AMU = 618
"2 !"_-/_/";'// sl T (D 1(1)_e
Schedule 3
e v ‘_*_T — M 2 -y
: : R o g Completion Tims Job 1: 21
My 1Jy - (U) I, = (9) [ s I
1 1_(, e “_2___( B E i L ! completion Time Job 2: 20
N A e A I I LR




Schedule 4
o o e e i e s gmpletion Time Job 1: 1

- 4 -

. s Ve o
Mo dem ) iy - (L) 5 ////,// Camplation Tine fob 2: 21
My i’,/ /////—///’,' (11) -(’l) E'WU-'BOO

It is clear that none of tne schedules satisfies the requir=merid that esach iob
be completed on time., If there are costs 1131 - !,1 and 1212 = T associated
with late completion of job-lots 1 and 2, the total cost due to deviations from due
dates for the four alternative schedules are:

2L2'11L1.

15 Ll + 2 L2 ’

and 8 il »

respectively. Tt is pozsible that egither Schedule 1 or 2 be “he rost
desiradle, depending upon the coefficients, Yowsver, if the costs are reascmably
homogensous (as may be expected in practice) Schedule 1 will be best.

Summary.

Twec simplified scheduling problems have been presented, the first concerned
with maximization of machine tsol utilization., the second concerned with attairment
of pre-assigned due dates, and they have been solved by enumeraticn of all vossible
detail schedules.

Up to this point the concepts of machine utilization and due date satisfaction
have baen treated as separate; in order to emphasi:ze tvo prints of view, Taxi-
mum maclhine utilization has been used in representing a situation where it is
desired only to schedule production so as to produce the required amounts as
quickly as possible. Due date attairmment has been used as a goal to represent a
situation where it is desired to schedule production in such a way that individuzl
Job lots are completed at or closzs to speciiied times.

T+ must be recognized that in most appllcations it is desired to scredule sc
as to achieve a goal dependent upon intangibles as well as tangibies, and that even
the precise statement of the objective scheduling is seemi: -1y impossible, Wowever,
it appears that many real problems can reasonably be viewed as lyine "between" the
tvo extremes that have been discussed so that methods effective for these troblams
are a first step toward methods of comparatively wide avplicability.
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SECTION 2

P X7 LY

developrent of a detailed produciion schedule may be thought of as consist-

ing of repeaedly answcring the GQuesiiviin Yhish Job-iomt snoulid be processed nexs

o *kis mackine tecl? Any effective means for answering this question, whether by

a dispatcher cr foreman on the shop floor or by a high speed 2lecironic comvuter.

must atilize certain {rformazian, Consequently, the [irst step in this research

Was to try to 1list all facters which seem to be ~f bawiec impor+ance in nakire somd

decisions regar*iny lob-lot assigmients:

L) L] t"

=\ m

3

Availability of +he lch-iots for rrocessing,

¥inal due date > sach job-loi,

current roeesving tiwe far aash inh-lat.,

Suktsequent processing time £ each job-lot,

¥xpected gubsequert delays thz® each job~lot will emcounter

durine the producti-n process.

A decision to process next on a mackine *col a 2ob which is not yet
availatle for that machine ir:t will often result in idle »ochine *ixe
wrich zay cifset the advaniages which sugrested inhe decisior., Thus,
availability is of basic importance.

The final due date 1s the <ine at which *he job-loi is desired for
subsequent processing, for invenlory, {or customer dcstrihations ete.

It is apparsnt that these due dates shoul? play an isportant role in

jo aazsigreents,

By "currert processing tire™ isz meant the expected {stzniard) aperation
tize required to process the joh-lot thyoupgh the machine tocl to whish

it i= being assigned. Special consideration for this factor is sugeested
because the assigrmeni of jols requiring censiderable processine ting
may block the prugres: - ®m _ urgent inbs regquiring tiwe on the ezme
nmachine %ool.

By "aubsequent processing tirme® is meant the exvec*ed oprratime time for
the jobd on all machine tools cn which it must be processed, followine

the wachine tool fur which a decision is veing made, “his factor orovides
a measure of the relative rrogress of the varisus job-lois and is of

obvicus importianrce.
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(5} By expected subsequent declays is meant the delays that the job is ex-
pected 1o encounter during the remainder of its processing, This 1s the
least tangible of the factors to be considered, Lut one which may have
a considerable effect on the decisions.

e next attempt %o dsvelop a logical decision-making prosediure which will take
into account the factors listed above, In order to facilitate dircussizn. we will
adopt the following notation:

Tenote due dates by D
" current processing times by ©
" subsequent processing times by S
" expected delays by ® ,
Consider now a situation where a decision is to be rade as to whick 4nh~lnt

Lt-i AL -
[

X - Ty - . a o -
b L the machine

will be next assigned to a specific wachine tool., '"e will imasine tha
wool has just completed a job-lot and is available for a nus assignment, ¥or the
moment we will postpone consideration of job~lots that are 19 be processe” on the
machine tool but which are rot yet available, This omissiorn will not often result
in large deviations from the optimumnm, excepi when lone runs of items of widely
varying urgencies are to be schzduled on machines whose capacity excecds a vlant's
current needs,

For each of the available jobs the final due date (D), the current srersii-n
time (0), and the subsequent processing time (S) can be got “rom the =anufactirirz
outline accompanying the work,

The manufacturing outliine may also incluwde informatiorn sz to standars flow
times based on historical experience of the plant, S<uch data micht be usefuvl to
estimate the expectsd delay factor (R) which is to be considersd in makine deci-
sions; but standard flow times reflect averace shop conditions, rather than eiving
a measure of expected delays in _v_iﬁ of the existine i’ﬁE lo_ad. Yer.ce we shall
not use these data, but will suggest in Section 3 another way in which expected
delays might be cbtained,

If we denote by t  the time at which the job assigmmert is to be rade, we
may represent graphically the information available from the manvfacturing outline
for each of the available jcbs:
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Job k

ha -t . e T e '7-,“’*'_,"'.""7"—‘"

s A A
’)‘( |3 avd . oS i
S P . e
+ t 40 i +C +S

2 o K I’o k“’\( 1=‘xk

Time -9

t -~ Current time
N - Standard processine tire on current areration

S - Standar3 procesrtine time on all succreding operations

Tre shaced arsa of th2 graph regresents the *time available %“efsre *the final
cue-datz, whicr will not be recuired for rrocessing ot the 2ot {3,.e,, i%f 1s =z
measure of the delays waich the <ven 1ot =ry enscunter as it vragresses throneh
the —emairing part of its rrocessirz, and still be corvleted Ty the pre-assivned
fiza. due date)., This +time will e called *he "slac“". Trom the grarh we soe that
the glack is given by:

B T B - Tttt T

In erder %o take the unknown “e’ay factor into receount, ve mav extend the
grarh to include an allowance for celays that the joh-lot mzy be expected to
encounter as it pregresses through the remainder of iis rrocessing seguence. These
delays may result from <he fellowing causes {echeduling delavs #szucsed here 2o
nct include those due to machine dcwn-tire):

1. Telays due to work already assigned to machine tools when the jedb

arrives at them,

2, TNelays due Lo waitdng for the processing of jobs with hirher orioritr.

Job k

'tO ‘Ck 4‘51‘ to*ﬂk&qk‘gk
Time-a»

Rk - expected delays
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considerztion of tre expected delay fac'or '!k sugrests ancther defiri+icre

ks 18 ageigred Yz a

ar ~
glven mechine at time t_  and irvestigate the results sf such assigpwent,

(3)

(L)

The
(3)s and

Job § will rnot be delayed at the warhine; there will be no red:cticrn
in its slzck.
Tach of the other available johs will be delaved at mashine ¥ Ttv a tive

equal to fJJ 3 th2 slzc% of each such jo- w211 be decreased % °, units.
The slack of sach job which will become availa-le a* a iime ":,k

(4 % <+ 4+ " Y :wll be decrease) Ly ~, = { & -t \ urits,
[ k o b] - L.y o

[N

The decision will have no irmediate effect on jo%3 whichk will rei become

availatle for machine M before to + Sos *the Jlach for esuch dobs wil

remain unchanged,

imnediate effects of a specifi: decis’on may thus be measure?d by 1), (27,

{#). 1In particular, the resvlis mav be suwarized as follows:

Yo delay will be incurred on the z2ssimaed o 3

m
A delay equal to maximm [ ~, 0, = (tk -t )Y wil be incurred¢ for eack

other job %,

e refer to these delayvs as the “"direct elfect+" of a decision. The adiectiwva

is needed beczuse sach decision that is made to assigzn a specific jab-lot to a

machine tool will rot only delay the other job=lots currently at or aprrcaching the

machine tool, but will alse have =ifects Lhroughout the remainfder af the praduction

schedule,

No useful method has been discovered for takdire inte accourt such in-

direct effects of jobh assigments in this decision maldng precess (for an examcle

of regearch in the cc ~inatorial analysis of praduction scheduling, see Xanapement
Sciences Pesearch Teport Yo, 35 "Notes on Some Scheduling Problems, " by James 2,

Jackson).

Thus the work reported here is voncerred witz using infoirmation available

in practical sitvations, and considering the “direct effects" of decisions. in

order to develop approximating metaocds,



wt oo iegned tire or the Irsedenm for “he particuliar ot The elaslk Al g

C
st i1l Zecrease each time the job is delayed. ‘e have seen *hat <+he Firast

effacwy of assigning a sarticular jet to 2 macnine +*s5pl arz *o leave i-c siack -

srarpe? aznd wa derrazse the slatk of eacn Job that is delaved Tv e Grultlion,

are ot

nuous chanre, A8 a oo 15 delayed more and wcra, due 1o osther “obs

ein-~ wen rriority over 1ty iws glack will continue 1o decraase.
pein- 'en priority over 1t, its glack will nti 1o 3

Tow we surgect 4he Tellowing rule Tor ute in “pb-lot ucheduling when i is

c
due Aares:

nerever z michlne Trcl pecuies avaswiaties as=im =
fro- =—_n~ the chs availoble 2t <hzt time Thar rrapesting on
Pathensilicanly the rule rmar he stzvzd se fallows=r  “hoowe o 3 Trow among ‘rose

3 =z K = .

N o J o
Te Will ooall :j -T, - -’I‘j - Sj - T-‘.j } 1 Fumetd ont nssesizted
with this rula, De<ailed evgeestions Tor use of *this trioritv funsiion are =ven

in Sec*icr 3.

that this trizrity fmotion is Yv no means the

)
+
¥
v

Tt is important ¢: note her

ana.w=is of taw crotlier, Cowever, 1t hag heen chosen for

or the folloc-ins reasons.

1Y I+ is a simrie and ressonadble fumetion whicsh i easily ecommated.

’2) Tach decision ip based on trhe current staius of the varisus fob-lots,

(3) A% any time Zfuring =he scheguling parisd new mrofuction orers or
carcellsc urders may be it2'ten ints zeceount merely LHyv adding or deleting
+he negesLary data,

(LY The priority funciion imvelves the fzetors which were listed at the
beginning > this sectiom,

The atiempt to estimate the delzy Tzctor fR,) in <he mriority function 'which
is iie oriy fastor that is not known belnre any ;cheﬁaling corrences) Jeads 1o an
iteretive methed for applying the formulag and we may hops that *his preceure will
leaé %o usefnl sstimates of ihe delayr faztor. Thirs procedure will be deseridbesd in
detail ir Seetion 2.

The tricrity function may be easily revized. by merely eliminating the Adue-date

3
iy
g
s
3
n
@
Q
[
ot
=]
a9
'S

factor D, » te apply %o the machine utilization type protlem de
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SECTINY 3

Comrutational Procedure. In this section we present a pronedure for manual schedul-

ing computations using the priority function method described in Section 2. “ome
aof the alternative procedures which should be subjected to further study will he
discussed at the end of the paper., !loWwever, the procedures considered would reauirs
relatively minor changes in tas computational steps.

"he comnutation is itesrative; i.e.,» a schedule is develoned usine the oriccity
function, then information given by the firs{ schedule is used to develop a new
schedule, information from the first twc schecdules is v-ed to develop a third, etec.

The major steps for the computations are:

1. 1 ~ke a table of job=lot data.
2. Development of the initial schedule,
A. Friority table.
B. Construction of schedule,
3. Iteration,
A, Delay table.
B. Priority table,
C. Construction of schedule.

1. Job-lot Data Table. The job-lot table is a systematic tabulation of ihe verti-
nent data for zach of the job~lots to be scheduled., All of the inTormation in this

table would come frem the manufacturing outlines for the jobs.

Job-Lot Data Table

e R e vntathdheh i e ladie ke o

. . . . © Peady
i Job-Lot , Nue Date 'LStandard Nperation Times' Tipe
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The job-lct column contains the coded ob-lct iden*ifica‘tion number
The due-date column contains the *ime at which the final operation on the dob-lot
should be comuleted.

The standard opsration times colwns contain the standard processing “iizes (dineclude

ing setup and run time) for the job-lot au aach operation listed in techrolorical
order,

The readr tise column contains the coded time at which the joh-lot will be ready
for processing on its first operation.

The routing columns contain the coded machine numbers listed in technolozi~al order.

2A. Priority Table. The priority table ir a listinc of the orioritv, ac comruvted

from the wriority function, for each jah-lot at sach of its operations.

o
cumnuling the iniiial schecdule since no intorration is availztle for estimatine

The P‘i' term reprasents the enpecied delavs durins subsequent proces<ine, In

these delavs, we set Rij 0., The h'ij term will be non-zero in cemovuting priori-
ties for iterative stepe later in ine computations, and other initial ectimates
than zero will te considered below,

-

¢3, Construction of Schedule, This ster consists of using the job-lot Fata table

and the priority table in order to construct a sciiedule basec on the rile whereby
one alwavys assigns a job-lot, from among these available, with the smellest iriority
runber (we recall that from the definition of prioriiv number in Section 2, the
smallest priority numter representsthe job-lot with the Yhishest" prioriiv",
Graphically, the schedule would be developed in a Cantt tyoe chart sinilar to the
on2 balow:

Can*t “Thart

Machine Number Time -3
e e e S S R A
i i i : 1 M ; ' ‘!
e S S
2 ; 0049 mlmbens of’ ‘,obi-lots' : : :
e e e i RO b S e
3 asgigned td machinel tools, . i
| it e ek !~ e -T——‘—%'-‘—— s S
i . : | ' ' ' : :
l“—“"‘” i t—— T 1 T T T T
* ‘ i ! : 1
! + ¢ - - A

—— e b e et em e b
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Steps 1s 2A» 2R conclude the develorment of ar initial schedvle, The schedule
which has becn constructed is now used to estimate the delays which Lhe iob-Ists
can be expected to meet due to the interference of zompetine job-lots,

Friority Table

T eration 1 A

\QK 1 I 2 3 I b [ | . ! . j
Job-Lot l R

P T T - e o ‘l["“ e S —4 - l

1 : R

R e v st e S B

2 13'.r-:LQx"fr.'cy numbers E . s

S S e m

3 : cumputed[ froru : {

oI e '_"'—___"_ -TQ"’ "__'L_ TTTT T TR

h : m‘mrity‘ fundtmn. ;

s TSR

e ‘.._,iA . _ IA_. . »_‘!_ e :'——-§

! .- R St ——4:

— ! |

A priority number Pij for job-lot i at its j-th operation is computed
as follows:
= [ - -5, !
Fi3 Dy =045 " Si3
where:
Di is the due date for job-lot 1 .

Oij is the standard operation time for job-lot i on its j-th operation,

SiJ is the sum of the standard operation times for job~lot i on all
operations following the j-th operation,

lie recall that the priority functior gziven in Section 2 was:

Pij = f D, -, - Oij - sij - Rij 1.

The term to represents the time of the scheduline decision, Since, at any
given time, to is the szme for all available jobs: its vpresence merely adds the
same constant to all priority numbers, so it can be omitted without changing the
relative priorities of competing job-lots,
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34, Delay Table, The delay table for the first iteration is a tabulation of the

delays which each job-lot experienced at each operation in the initial schedule.

Delay Table

S fiperationT TS T T

- L gia |3, b e le ]
gowLot~ by R Lottty
- e e S R
. 1 S
|“ e “T"l : 1 H H T I'—— {
i 2 T : | ! i
roT g Tt ?M"i“—-_’-’*‘lm '7~_T—”.
‘' Delays *ro ) :
- —— ,__;__,__4_”“ y : m; | 24 _,!
N initial scheduld. i <‘

The delazy table entries r, 3 for the j-th operation on lot 1 are the

nunber of time units that job-lot 1 had to wait in the initial schedule between
the time it was available for the Jj-th operation and the time the opzration was
actually started, These are obtained by counting the number of time units in the
Gantt chart of Step 2B between the completion of the (i-1) -st operation on job-lot
i and the start of the J-th operation.

3B. Priority Table. The priority table for the first iteration is identical to

the orizinal priority tatle, except that the priority nmumbers are compnted by
the formula:

pij = rni-oij -Sij-Rij ]
which takes into account the delay information from 3A. The delay factor Rﬁ

is the sum of the Ty P irom the delay table f'or all operations following the . j~th

operation,

3C. Construction of a Schedule., The construction of the schedule on a Gantt chart
using the new priority table and the job-lot data table isg identical to the con-

struction of the initial schedule,
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Turther Iterations. The comoutations for furthew~ {taraticng would follow the same

steps as those esiven for the first itr.ation escept that the delar inform=*ion would
be based on any or all of the schedules already constructed, rather than just cn the
initfal sche’uie. For instance, the actual delays of the preceding schedule might

alvays be used,

®xanple,

In orcer to illustrate the steps 1 throuch !, we will compute a small-scale
problem, ‘e will suppose that the data from the manufacturing outlines for five
job~-lots to be scheduled have bsen transferred <o the followine job-lot data table:

Job=Lot Data Table

i

i’ Lo

—— n T —_ ™ H
Uob-Lot jibue Date | Standard Operation Timss| Ready Time | Routing ;
A N R R R | T, .
AT ;11,1,6"°;1 o firla2 3
i it : . " it i ' ;
o2 I s ,l s |2 17 Pl d 0 b1 b2 i1 i3

! i i ! i i : i ! .
SEEUE EEY BV IFIS I U BRPU SO O P
! I i ; i ] i i ¢ i |
A R A R R O I I T T U
j | i ? f i I : 4 ;
.5 iP5 } Lo, !i 0 © 31 2 L
: | : i ' !

PR

The priority numbers are next computed for each of the sixteer operations,

For example, the nriority for the first oparation on Job-Tot 1 is

- - - - ‘ i - - -
Pyy f Dy - N3y = Syy ] {43 -1 - (641) ) 25. The priority table
giving the results of these gixteen computations is given below:
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Priority Table

T~ .pperation; ,
\ 1 First Second | Third | Pourth

,:Job-Lot ji e ; ;
O o

S e ?
D T A A * S
T 3 . -
s |

(2 @ on o -

I¢ is convanient to add the priority tible to the right side of the job-lot
data table for ready reference,

We are now realy to construct the initial schedule in Gantt chart forw, The
blank Gantt zhart for the three machines is drawn with mit time intervels:

tine~d
Hachine o 5 10 15 20 P
L ( ' | : — !
2 ‘ e :
LI 4 A
30 35 Lo s 50
T e T
[ —— e
e - -

(The time units are the same zs the standard operation tire umits)

The sciieduiing ruie is o assign to an available nachire that one of the
available jobs having the mmallest priority number, so the mechanics of construct-
ing the schedule on the Gantt chart from the job-lot data and rriority tables are
as followss

1. Starting a time t = 0, see which jobs are available f>r each narhine

tool that i: not loaded., Look ait the priority nimberr and choose {or each
machine tool to be loadedr the job nth lowes* zriority rumber.



"¢ Indic te *he aszigrmentis orn the famtt chart b filling ir %cr eack machine
teing loadel the assigned jci-lot numbers, for as ~any time uni‘s as the
standard operatior time for ‘he joc-lot on the machine,

e ifter all possible assignments have been made proceed ir time until cme or
more of the operations has been completed or until a job-lot becimes
available for ar unassizned machine. (roes out the data and oricrity
number for completed operations and then aisign job-lots to the available
rachines just as before,

L, Continue in time until all operations have been completed.

In the sample problem, all three machines are availsble for work at time = O
For machine 1, job-lots 1 and 2 are available because they both Lave a ready time
of t =0, and both go to machine 1 first as indicated by the routing. The priori-~
ty number for jcb-lot 1 on machine 1 is 25, for job-lot 2 it 4s 30, Thus, job-lot
3 is assigned to machine 1 at time t = 9, The operation time is 11 units =0 a
mmber 1 is filled in for the first 11 time wits on machine 1 in the Gantt chart,
For machine 2, thers is nothing available at ¢t = 0 s0 ro as_igmssnt can be madn,
{4lthough job=lut ? goes to machine 2 first, its ready time is ¢ = 2}, v or
machine 3, job-lot= Lk and S are available, Job-lot L has the lower mricrity nmuber
and i¢ assigned at t = 0 for 3 time units,

These initial assigmments as well as all succeeding assigments are given on
the following completed Gantt chart,

InitizZ Schedule - Gantt chart

time -
Machine © 5 10 15 20

1 T I 5 2 ' _—
2 3 s
3 ﬁ, L T 5 - /sy I 7, 7 /i

s 30 _8 Lo up %
L 3 : 2 VA
; 2 11 ’- P A 4 K L, — -

v -
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The delay tatle formed by measuring the delays in the initial schefule is

given below:

Delzy Table
" Dperatiot oo T
jobeLot First ~ Seeond | Third = vTourth
- L e T e e e ﬁ'_ f ! il
i 1 o H m 15 o i . )
i i
i i :
. 2 o’ T w1
; I i i i
é 2 e 3o 0
! i i ) | i
| P
i ! i 1 ! 5
; 5 P30 32 3 .

A ner mriority tahle is now computed for the first iteratiom,
= T - - %
are now computed by Pi.j Dj s ?.ﬁ 1 where 'b‘ij is the

n

table entries fur operaticns succeeding the j-i:i on job-lot i .

new priority of job~lot 1 om its first operstiom is T L3 - 17 - {6+1) -

7 . The complete new piority table is:

The prioritiem
sum of the delay

Vor awzmrle, the

‘<. pperation T T T T T
gobiet ~ TSt | Gecamd . Twimd | vowth
L - T - o B
1 7 % T -
2 3 0 | % 1
5 O T -
! i v | 2 L0 .
‘ 3 TS - TR ) .

gy
g

) 1=
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The Gantt chert for the first iteration using the same trocedirre as hefore
with the new prierity numbers is a2c follows:

First Tteratizn - Gantt rhart

time -9
Mashi ne n [ 4 N 1 by
. ~ / - . g TV
BES L ) 5_| 4
2 ol 3 ! 4 ‘2 g
3 “-‘ S i /,///’ S s /// - - -
25 30 35 Lo L3 %
i 3 ' 2 i

[ > - e .
1‘.//////-///.//’/‘/////-‘

Pyl 1 e 3 2,

Further iterations wouid follow the same steps, This oroblem has been used
merely to illustrate the computational procedure, and we will not analyze the resuls.
In the next section two larger problems which have been used for preliminarr research
will be discussed and analyzed,

SECTIN &

This section includes some of the research computations performed for two
synthetic problems. The two particular problems were chosen because they offersd
an opportunity to evaluate the resuits of the priority furction scheduling, The
first problem, taken frem Alford and Bangs Handbook {p. 119), has & jobs ard 9
nachines, and is ccncerned with machine utilization, It was chosen as a research
Problem for priority function scheduling because the schedule so cbtained could be
compared with that given in the handbook., The second rrodler. with 17 job~lots and
6 machines, was spacially constructed so that an optimme solution was known. so

that the priority function results 2an be compaved with an sxact solution, The

second problem will be discussed both as a machine-.ié2i.ation tyve rroblem and as
a due-date typs problem,

R .
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A machine utiliza*ion synthetic foy problem.

Problem 1,

Jeb~Lot Data Table

Routing

T ——

. L S )
W e e e o
A0 e e
MmN A
R T

o 0 o o o0 o

e R T B TR T SRR < Sk

. . . . N ]
o e
e e s A

e s

LA T ) . .

™M ™ N [ S § o~

N Ny M N

<€ | O oM

e T LT ey

R R U UUUORER

VRS

Severtk Tighth
L.
2

]
i

a
1

3

Pourth: Pifth | Sixth
' L3

\

b

7
i

Priority Table
12 ;
é
3
2
20
1

i

i
i
|
4
1
i

i
t
T
1
1
4
i
i
4

iz

F ¥ o
T
3

o~ Qperation
A
B
D
b1
F

Job~Lot

ot NPT, it

Since this is a machive utilization problem, the due dates are cmitted

{Note:

ing all due-dates by zers,
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Gantt Chart - Initial Schedule
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Delay Table
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Santt Chart - ¥irst Iteration

(A¥U = 3k percent®
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In this cass, ths scheduls resw.uling rom the first iteration is identical
with the initial schedule. I' is clear that further iterations using ihs siae
method would not result ‘n any change in the resulting scheduie, The overall &
rer ' -ad for processing the job-lois in the schednle given in the Productiom Mandbook
is .  .ame units. Tie priority function soiution ah-we requires but 28 wits. Thus,
the machine utilization is increased considerably in this case by employment of the
rriority function mathiod.

A nmber of slight modifications of the exact iterative orocedure which has
been described here, were employed on this problem, The modifications ware of two
types:

1. 8SJight variations in the priority functior.

2, Ctranges in the way the delay informuatiom was used for iteration.

In ail the cases tried, the resultirg schedules ware of owverall length eithsr
27 or 29 units., Thus, from these results nothing is indicated regarding the
desirability of such modifications.

It is of interest to mention another method which was employed for this mroblem,
We recall. that we limited ourselves earlier to the set of uvailable jobs at a mactine
when making job-lot assigmments. However, for this small problen we tried a method
fer considering jobs not yet at the machine, When making a joh-lot assierment, we
considered the basic priority (from the priority table) for the available jot=lois,
and the priorities of job-lots not currently available but already assigned to their
immediately proceding operation ware adingted hr subtractins thes nmber of liss

vits until the job-lot was scheduled tc arrive, Wwhen a machine completed one job.
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both available and non-svailable job-lots ware compared and the job with smallsst
adjusted priority was assigned next (possibly resulting in machine idle time),

The indtial computation and the first itsration for ihis sxtended method gave
the same schedulse, preserted below for coamparison with the previous results,

{zntt Chart - Nome~Availabilily Methad
(AMU = 38 purcent)
Machine O 5 10 15 20 25
IR c
2 K1 B i B/, 7 /7/0¢ [ 4/70 i
3 A D | R | B Myl
! B! E | F | A ~///,// R
5 v (//// 7/, 1D ¥ ’///,,,L» A Yididid
6 IR E: VN TR
K R NnE.; ,,//‘,ra """J”
8 Fooggga e aa o byl e !’/f/|

The ovar-all processing time is 25 time wnits, a considsrable improvement over
the 28 time units required from the awvailalMility pricrity fanction scheduls. This
exanple indicates that a riority function method which takes non-aveilable job-lots
into azcount may be desirable, Further studr and experimernizticn sm simnla emthe-
tic examples is necessary in order to gain conrlusive ev_dence regarding such methods.

Sumnary, Problem 1. Priority-functinz: metiwds considarably improved the schedule
glven in the Production Handhock. Slight modifications in the priority functions
ussd hed 1ittle or no effe:¢ (which is at lsast partly dus to the mall size of the
problem), but a substan’ial further improvement resultec from considering non-
available Jobs. The two priority function methods gave AMU's of 3h and 38 percent.
while the Gantt chart in the Production Hosdbook indicated an AMU of only 28 percent.

Soodai



Problem 2, Machine Utilization.

This problem was formulated by constructing a Gantt chart for which all machine
tool are fully assigned for a given +ime period,

The jcb~lot data table and an optimum machine utilizatlion sehedule for the
problem are given below:

Job~Lot Data Table

‘ Job-Lot | Standard operation Times Routirg
1 52410 319 142453
2 128 210 1524
| 3 6 213 2135
h 611 3 3 % 6152k
5 2 7162411 S1bh32
6 1811 2 312 ‘
7 11212 1265
3 34 316 0 6Liz2 |
9 76 215 i
10 9 L1227 5 P e15k2 |
s n 512 2 6 | bhés1 i
!, 12 315 b 2 L6112
: 13 18 ko 61 ;
U uz M 7 321 ;
15 18 L L5
‘ 1% 227 2 156
17 6 112 [ L56 !
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Gantt Chart - dptimum Machine Utilization

time -3
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Obviously the machine utilization cannot be improved. Thers may be other
Processing ssquences that are zg good as the one aboves but none could be better.

A number of priority functions were tried on this job-lot dat2. as a machine
utilizstion problem. It would not bs justified to draw conclusicns from this one
problem regarding the re¢lative merits of alternate vrriority functions. The machine
utilization for the initial schedule varied between 91 percent. and 100 percent for

o a——
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the mathods tried. The bast results were obtained by starting with estimated egual
delays at each machine (insiead of initial assumptions ?13 * 0 ), such that the
sun of the estimated delays for each job was equal to the job-lot slack {usinz as
"due-date", a convemient valuc for all job-lots), A fixed uriority system. based
upen: the totzl processing tisme fiur the joi-lois, was aoviied to the proble: in order
to simulate a conventional rule for scheduling by priorities, The best and werst
results in the initial scheduie for the priority function methods :sed and the fixed
priority number resvlits were are followss

Fixed Priority Number Based on Total Processing Time - AMU - 81 percent

Prinrity Tunction Method -~ No Irdtial Delay Pstimates - * = 9] "

Priority Punction Method - Tnitial Nelay Vatimstes - " =~ 100 o

Problam 3, Due Date Satisfaction.

In order to transform the machine vtilization version of Problex 2 into a dus-
date problem, the actual completion time of each job-lot fram the origiral Gamtt
chart was used as the job-lot due date. Thus, the due-dates can ba satisfied; but
it seems reasonable that such satisfaction will not be essy. In the due date versicn
of this problens, the same type of computations wers nsed as in the machine utilizo-
tion problem. The table below outlines the results that were obtained in the initial
schedules. The ANU, which may still be of interest, is incloded.

Results of Initial “chedulas

Total Tardiness| Marimm . AMD

' :
| Scheduling iethod ALl Job-Lots |Tardiness ' Pervent|
! T T
| Pixed Priority Nuber System - ; ‘j ? |
] Priority = Due Dates 1 n2 i 6d H Y S
! ; j ,
! Pived Priority Number System - ‘ j !
| Priority = Job~lot slack at i . ! H
i firsi operation ; 203 Pooer S T
H : : 1
| Priority Function Method - ! :’ i
X No initial delay estimates 5 b S & Poen
: ! | ! :
| Priority Function Method - i z ' !
: z 29 P %6

Initial delay estimates
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In addition w *he develspmert cf initial schedijes ucine the warious Tizes
prisrity number and wriority funstior. mothods, a nmasz sf computations werc verformed
in order to compare various methods for iteratiorn, The resaits of 4rdis wor- 43 noi
Justify final conclusions, tut ticy serve to indicate certair posg’btilities which
should be the subiect for furthsr study on plarned sximples., This is discuscad

further in Sectior 5.

Modifications of Priority FPunctions,

The problem cf dstermining a particular priority function test svited to apoli~
cations requires much more research., The particvlar priority furciion ¥hick woulsd
be best for a given problem may depend upon zuch fzatures of ihe octle: 313 the
nusber of job~lots. number of mechines, Job-lcit processing times, machine loars,
technological orderings, due-dates, ztc. In any event ithe value of a svecific
i viod will be -letermined by the results which the method will 332314 2nd v fts
cost. The cost factor makes it reusonable to conduct initi2l researck or rather
simple priority functions, to study the relative merits of simnle method: on syntheye
problems, and to obtain time and cost estimates for the commutations rercired 4f these

methods are tc be applied irn practice,
As examples of modified priority functions which night te the subisct for
experimentation on other synthetic problems. we suggest the following:

wn 7D, -5,
() PAIRC I

-

This form differs from the one previously described irn that the iwedate
operation time Oj does not aprear in the functicn., This succesti.on is
based on another simplified derivation of a logical criterion for mimimi-
zing "drect effects® of assigrments.

. 1 N
Mn (9. -0, -5, - M_®

2 ! i

(20) Jos 037Ny

{28) ¥Wn ip .5 -y

* des 3 3 3 .

Thes: are variations of the meviocus fumctions, widk the addielsaal fastes

¥, » whizh is aeart to reflect the mmber of operstinnz to be dore as well

I —
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as “ie lsad or The associzted mashimes, The factor W, might Te copowtad
3

far exangie ag Tolliows:
Thtain an T"average delay factor® LY for sach machine Torl v
1 Total Processing Time on Machine i

x, = -
1 Z  Vamber of Job-lots uming Wa-ine ¢ ° 0 0%
W 3 = gmr of ni"s for suosequent sveirations,
wWn K
3) s QD,-@,-Sjoatjf.ﬂm?AttMmm;‘;abﬁ
’ i i g Aavalilabls,
iz farr would be used to cavpare Jobs 21 or avmroaching the machine, “Wle

there is svidence that soch a nodification may lead ‘o sigrifecantly imrwowsd
resuits, it seems reascmable first Yc ~unduct more stodfes wm avaiiability
nethods,

rotification of Iteratisz “Tacedure,

The iterztion procedwre inciundes: 1) the imitial delay estimates; 2% the
mezsurement of delays from the consiracted schednles; and 3} the voe of the delay
izformation at one ster to adfust the wriorities fur the socreedine sten, e
initial scmecaie, and measuring ine nunter of time amitc deiar fn the ljast schedrvle
ir srder toc adjusti the wicities for the succeeding itsratism

Anang the possible modificatiops of trisz iteratiom Trocodore are the varions
coavisations of the following ways of hanflimg {13 and 2%,

1} Ve may imtially sstnmste ibe delays as:

a) Zero,

b} Boumal for each operztiom om a Sob-lot; the aswmmed valne for

each operation might be = Total slack for fov-lot .

homber of operztioms om job-lot

¢} Taual for all Jobrs or ome maciime 4ool: Yhe ssrmmed veluE night “m

e Tota. +ime gnit Inad for machime
2 ¥am>er of Job-lote using mochine

4} A& faxtion of otk the jobelct amd the itachine, comriming the

ideas 25 % amgd (=%,
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(Z) 7he delay irformation may be measured by:
a) The delavs in immediately preceding sche-uie,
bt) The avweraee delay in all prece?ing schedules,
c) The average in all preceding schedules and the iritial estinates
of delays as of:aen in (1),
d) Some weighted averags »f the delays in rrecedine schedules and
tre initial estimates,

The interesting fsctors in evaluating these or oiher iteration procedures would
be the effect on the -cevwlting schedules in terms of the schednling gnal and the
convergence f the iteration procedure. A number of these iteration procecures
were employad for sample oroblem 2. TIndications were tiat iteration trocedures
involving averages tended to converge in a ihort number of sters i~ 2 recurrent
schedule, 0ther methods did not always conrverge; rather. contimed iteration wielded
a number of different schedules of approximately equal worth. Yowever, ithe non-
converging iteration methods often seemed superior to the converg <t wmethods, e
can oriy conclude that the comparison of iteration procedures requires furirer
experimentation.

Operational Use of Priority Function Methor:,

In thinking of potential applicalions of =ny schediling methods, it s necessary
to realize that the actual day-to-cay shop occurrences such as sachine oreaxdowns,
operation imes, etc., can never be exactly predicted. It is pos-itle, at best, to
include in the scheduling er~putations data which reflects r--dicted distributions
of such parameters {our methods are corcerned »nly with exvected values). Tt is
clear that the best obtainable schedule based or the 2ysected values of the nara-
meters may not be best for the actual conditions which oceur duriny the processing
in the shop. Hence, it seems reasonable to aprly priority furn:tion meihods in 3
sufficientlv flexible way to allow for the deviation of actuval conditions from
expected conditions, This might be accomrlished bv comouting a schedule based on
axpected oparation times, axpescted orders, expected machine hreakdouns. eic. and
making up from it a "master priority list" for each machine type. The waster
priority list wouwld rrovide the foremen with a guide from which they Wwoild deviate
only if actual shop conditicns dictated the reed for a deviation {e,2,, i1f the ich
to be processed next according to the master list is rot amailakrle},

Ancther cromising way tc send compused <data to the shor would be ir ihe fomm

of the priorities themselves {rrinted or she work tickets cerresvonding io 2ach
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operztisn sn each $o% or printed ir liets T onch mackinel, hen 3 wactime
finished one job, the forsran would celect the hishest-priority ior moms those
acludlly available, 727 cowrse, exverimentation is necywsery %o 2vzimate coch

arocediTes,

Areas for rrther Research,

A stody is being conducted by the Manigement Sciences Zesearch “rofeet to deter
ming the feaxibility of using existing electronic computing egquitment for orierilty
finction scheduling, The purposes of the study are %to estimate the *ine and cost
which wight be required for large scale mractical scheduling moblimms and to wrogram
tim method for an available computer in spder ‘o perform exverinestal werk oo larger
sgmthetis —oblens,

%3 camstruetion of problems uhich #ill gzive mm efficient indicatior »>f ‘he
value of alternate methods iz in iteelf a major diff<culty. This is true decavse
optimux attainable schedule can only be obtaimed for wery special types of rrwbleme,
Towever, there is the danger that if t.» experimentz are restricted lo smch speeiak
problams, then conciusions regarding ‘he relative merits of varions nethods carmot
be confidently extended,

In addition ic irvestigations regardine the oriority Ourctiom nethodology ad
zswciated computational requirements, there are numeroos resesTek Dossibilities
conmected with speciai questions which may arise in practicz]l situatioms, Troblems
of ihis tyre iociade:

1. Fow would partial iecmologica: orderings {alteryate routirwe) in rizoe

of camplete orderings affect the schedniing method?

2. Can lot size determination be associsted with the deizi} sdad?frgy nethod,
i.e,s» can scheduling methods be devised to comsider variabie Iot sise
possibilijties? {See Xanapgerert Scier >es Rowesrch Project Zessareh Tevort
¥o. 28 ~yob 3hop Schednling - in iprlication »f Timear Programineg,® wiich
sugrests a linear mrograming method for lot size dsterminatiorn when the
schednie is essentially wmredeter— —ed.}

2, S ocan statistiesl ourameters representing occurences such as machine
Megkdown best be ‘nelnded In the schedulime nethod®

Lk, that T2ctors determine how long 3 time Deriod should be scheduisd at wme
time?
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S. *H1l consideration of trairstertatisn cnerztisng susse st anv Tasic change
in the schacduling methods,

€. “hat other simpls optimizers might be used to de=cribe rocgible management
goals in detailed scheduling.

The studies in th-s2 arsss have osaly begwh. Sowewer. 11 i3 Taiv than s

discussion paper may be of use tc others with research inierest in rrodneti m
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